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ABSTRACT 

Wilson, J.D. and Shum, W.K.N., 1992. A re-examination of the integrated horizontal flux method for 
estimating volatilisation from circular plots. Agric. For. Meteorol., 57:281-295. 

Integrated horizontal flux ( IHF)  experiments determine the rate of volatil isation of pesticides, 
ammonia  etc. from small circular plots to the atmosphere. To examine their accuracy, we have simu- 
lated IHF experiments by calculating the trajectories of many gaseous particles. We show that the IHF 
method, which requires measurements only of mean concentrations and mean cup wind speeds at 
several heights above the centre of the plot, estimates the rate of emission Qo (the ground-to-atmo- 
sphere mass flux density) to within about 20%, provided the radius R exceeds 20 m and the surface 
roughness length -o of the source plot does not exceed 0. l m. Since a large portion of the horizontal 
flux to be measured occurs well below about R/20, we conclude that where it is practical, the IHF 
method is acceptably accurate. 

I N T R O D U C T I O N  

Many environmental chemical cycles involve emission of a gas from the 
ground to the atmosphere. Anthropogenic examples are the volatilisation of 
pesticides, and of ammonia derived from fertilisers. This paper will examine 
the validity of the 'integrated horizontal flux' (IHF) method for determining 
the emission rate from small circular field plots, a technique introduced by 
Beauchamp et al. ( 1978 ) and subsequently used by, among others, Brunke et 
al. (1988),  Gordon et al. (1988),  Majewski et al. (1989) and Van der Molen 
et al. (1990). 

Considering, for the moment, the general case (rather than a small circular 
source area), what is required is a determination of the mass flux density Q0 
(kg m -2 s-~ ) of the gas in the vertical (z) direction. Because this is a turbu- 
lent flux, accomplished by the rapidly fluctuating vertical velocity (w), it is 
difficult to measure. Eddy correlation methods (Kaimal, 1975 ) can be used, 
but require a fast-response concentration sensor and a sufficient upstream 
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fetch to permit placing the instruments at a practical height. (Businger and 
Oncley (1990) have introduced an empirical method based on conditional 
sampling that relaxes the need for a fast concentration sensor. ) Present sonic 
anemometers for the vertical velocity impose a path-averaging length of about 
10 cm and therefore fail to resolve small eddies contributing to the vertical 
transport below approximately 2 m. A traditional estimate of the fetch re- 
quired to render the vertical flux negligibly divergent between ground and 
height z is 100z and Leclerc et al. (1990) have shown that in stable stratifi- 
cation this is a gross underestimation. So we can estimate that the required 
fetch for measurement of the vertical flux is at least 200 m, and much longer 
if we wish to extend the measurements through conditions of stable stratifi- 
cation (i.e. overnight).  

A similar fetch requirement attends gradient methods, which determine Qo 
from the vertical gradient in the mean concentration of the species of interest. 
Such methods also require the accurate determination of small mean differ- 
ences in concentration (in the presence of continuous turbulent fluctuation 
about the mean ), an especially challenging type of measurement.  

In some cases it is valuable to determine the rate of release Qo from plots 
so small (typical dimension < 100 m, say) as to render the eddy-correlation 
or gradient methods impractical. An example from the sphere of agronomy is 
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Fig. 1. Illustrating IHF methods for estimating the rate of emission Qo (kg m - 2  s i ) of a gas 
from ground to atmosphere. (a) The stripwise integrated horizontal flux (SIHF) method for a 
long strip of land lying across the wind. The tower at the downstream edge detects (in principle ) 
the time-average total mass flux (kg s -  ~ ) off the strip, whence with the aid of a mass-balance 
equation may be determined the emission rate. (b) The circular plot method is more practical 
(smaller plot, unaffected by wind direction ) but  the mass-balance equation employed (to infer 
source strength Qo from mean windspeed and concentration profiles on the tower) is not exact. 
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the measurement of ammonia  volatilisation from small field plots, amongst 
which irrigation and fertiliser treatments differ. Small plot techniques will 
not always be sufficient, for the surface flux density Qo is not in general inde- 
pendent  of the plot size. To take an obvious example, the rate of evaporation 
from an oasis decreases with distance from the leading edge, because of re- 
duction in the saturation deficit as the atmospheric accumulates vapour, so 
the spatially-averaged vapour flux density Eo decreases with increasing size 
of the oasis. However, with appropriate allowance for the sensitivity of Q0 to 
the scale of the source plot, small plot experiments are useful. 

Small plot techniques depend on the truth of the aphorism that "what goes 
up must blow away". Denmead et al. (1977) measured the rate of ammonia  
emission from a rectangular plot (Fig. la)  extending L~-- 1 km in the cros- 
swind (y) direction and L x = 2 4  m in the alongwind (x) direction. A single 
tower supporting an array of concentration sensors and anemometers was 
placed at the downwind edge of the field to estimate the total mass flux of 
ammonia  (kg s -1 m -I  of crosswind distance) blowing off the source area. 
For such a plot, an exact expression of mass conservation (allowing the pos- 
sibility that the time-average source strength is not independent  of position) 
is given by the equation: 

f - Qo dx  = uc dz  ( 1 ) 
.v=0 z~O 

where u is the velocity in the alongwind direction, c is the instantaneous con- 
centration, and the overbar denotes a t ime average (over, say, 15 or 30 min ). 

The mean alongwind flux may be decomposed 

u c = u c + u ' c '  (2) 

The second term on the right, the covariance of the instantaneous fluctua- 
tions u' and c' from their respective mean values, is difficult to measure. It is 
often assumed to be small compared with the first term; there is no general 
justification for this assumption, and various authors have found the turbu- 
lent flux to be sizeable (greater than 10% of the flux due to the mean flow) in 
some situations. Be that as it may, Denmead et al. (1977) determined mean 
concentration ( a n d  the mean cup windspeed: 

( U ' 2 " a t - U  ' 2 )  
~ = x / ( u 2 + v 2 ) ~ h  14 2u 2 (3) 

at several heights and estimated the source strength as 

1 i - -  Q° =~7, - s c d z  (4) 
z=O 
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This we will term the 'stripwise integrated horizontal flux' (SIHF) method. 
An IHF method for small circular plots (Fig. l b),  introduced by Beau- 

champ et al. ( 1978 ), is based on the expectation that at the centre of a plot of 
radius R 

o o  

1 f s(z) c(z) dz~ 1 
QoR 

2 = 0  

(5) 

This expectation, the justification of which is the point of our paper, arises if 
we assume trajectories of elements of the emitted gas exhibit negligible lateral 
meandering. Under  that restriction, material measured at the tower has ar- 
rived by travelling in a plane, and at any instant it is as if our detectors at the 
centre of the plot were actually situated a distance R from the leading edge of 
a source plot of infinite crosswind extent. Thus eqn. (5) proposes an effec- 
tively two-dimensional symmetry to the dispersion from a circular plot. The 
IHF method uses eqn. (5) to estimate Qo, by measuring ~ and ¢ at several 
heights to approximate the required integral. 

In this paper we support the validity of eqn. (5) by carrying out a numeri- 
cal imitation of IHF experiments. We calculate the trajectories of a large num- 
ber of fluid particles emanating from representative sectors of the plot; only 
those particles which pass through a detection cylinder at the axis of the plot 
contribute to the observed concentration. 

The exactness of eqn. ( 1 ) for the geometry to which it applies has resulted 
in a temptation to base an IHF method for circular plots upon integration of 
the total quasi-flux sT. We call Sc a quasi-flux because a true flux is a vector 
(or a component  thereof)  and has an unambiguous direction, whereas sc, 
and for that matter ~ ~, being fluxes with no meaningful direction, do not have 
a clear interpretation. In fact, there is no reason to expect either 

1 ~ ( z )  dz A=Q~-oR s(z)  c(z)  d z o r A ' - Q o R  
0 O 

measured at the axis of a circular plot to be exactly unity, nor is it certain that 
A' is closer to unity than A. Few IHF experiments to date have measured the 
flux sT; its determination is complicated by the need for fast concentration 
and speed sensors, or a directly flux-proportional sampler such as described 
and used (for ammonia)  by Leuning et al. ( 1985 ). In this paper, we examine 
only the fidelity of eqn. (5), envisaging that most users will prefer to base 
their IHF technique on the simpler measurements g and c. 

Gordon et al. ( 1988 ) reported that three- and two-dimensional Lagrangian 
stochastic (LS) models predict different profiles at the centre of a plot of 
radius R =  3.5m. Their LS model is not fully documented and it is not clear 
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whether they included the fluctuation u' in alongwind velocity. We concen- 
trate here, not on the difference between two- and three-dimensional predic- 
tions but upon whether, according to the best imitation of three-dimensional 
atmospheric trajectories which can be carried out with our present knowl- 
edge, eqn. ( 5 ) applied to an IHF experiment will give an accurate estimate of 
the source strength. 

In the following section we detail the 'Lagrangian stochastic' or ' random 
flight' model we have used for our calculations, and our specification of the 
atmospheric state (which we allow to vary from very unstable through neutral 
to very stable). 

LAGRANG1AN STOCHASTIC MODEL 

The random flight of  each particle is calculated in a sequence of short 
timesteps dt, during each of  which the particle moves by distances: 
dx = [ a (z) + u ] dt, dy = v dt, dz = w dt. Here a (z) is the mean alongwind ve- 
locity at the present height of the particle and u, v and w are the turbulent 
velocities (henceforth we will drop the prime on fluctuations), for which a 
model is required. 

We have used a heuristic generalisation to three dimensions of a one-di- 
mensional model given originally by Wilson et al. (1983a) and subsequently 
proven satisfactory by Thomson ( 1984, 1987 ) 

/ t dW=--~LLW+g--~-- z 1 + ~ 2  ' d t +  ~ dew (6) 

d z = w d t  (7) 

d t=#rL(Z)  (8) 

where rL(Z) is the Lagrangian timescale, aw is the standard deviation of the 
vertical velocity, d~w is a random variate chosen from a Gaussian distribution 
with mean zero and variance dt, and/~ is required to satisfy/~ << 1. This is a 
suitable model for the vertical velocity of a neutrally-buoyant particle in in- 
homogeneous turbulence, provided the Eulerian velocity has a Gaussian dis- 
tribution. A general specification for the (actually non-Gaussian) surface- 
layer probability density function and a consistent trajectory model remain 
to be formulated. 

Wilson et al. (1983a) gave the model (eqns. ( 6 ) - ( 8 ) )  in the form of a 
Markov chain for the ratio qw= w/a,,, of the vertical velocity to its local stan- 
dard deviation. Our generalisation is 

q},+d,) = a  q~,') +fl[c,r}/+d') ~,+d,) +c.,r,,, ] (9) 

q~,'+a') = a q~,') + fl r~, '+d') ( 1 O) 
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q~!+d,) =o~ q},!) + fl r~,(+~') +7 rL ( 11 ) 
Oz 

where 

o~=l---,dt f l = x / ( l _ o ~ 2 ) , 7 = l _ o ~  (12) 
r k  

The velocity fluctuations are obtained by multiplying the dimensionless q val- 
ues by the appropriate velocity standard deviations 

u=qz,~,  v=q~,cr,, w=q~.cr. (13) 

The r values are mutually independent  random Gaussian variables, each hav- 
ing mean zero, unit variance and vanishing autocovariance < r~'~r ~'+d') > for 
non-zero dt. The q values each have unit variance and are independently ini- 
tialised upon release of the particle as: q~0)= r.  etc. The appearance of r,, in 
the Markov chain for q~ gives rise to the correct kinematic shear stress 
< u w >  = - u 2 provided 

.) 

U .  c,,=---,c,,=,j(1-c~,) (14) 
O" u O" w 

Should a particle descend below the roughness length z0 it is 'bounced',  i.e. 
z ~ 2 z o - z  and q, .~ -q, , .  

It will be noted that we impose the same timescale zL ( z )  upon all three 
turbulent velocity components.  This we believe to be acceptable for the pres- 
ent purpose. It is the high frequency end of the horizontal velocity spectra 
that governs meandering; power at low frequency in the spectrum St,. of v 
merely causes the wind to prefer blowing from a particular direction over 
intervals compared to the typical t ime taken for an emitted particle to blow 
across the plot. At frequencies near the spectral peak fmax in w (where the 
energy in w resides), i.e. at frequencies well above the energy-containing re- 
gion of the horizontal spectra, the horizontal and vertical Eulerian velocity 
spectra have similar magnitude and variation with height and stability (Kai- 
mal, 1978 ). So we expect that, in the high frequency region causing meander- 
ing, the Lagrangian spectra will be at least similar, thus justifying the use of 
the same timescale for each direction of motion. 

Specif ication o f  the a tmospher ic  surface-layer 

M e a n  windspeed  
The variation of the mean wind with height may be written 

U .  1 Z Z 7- 0 (15) 
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where u. is the friction velocity and k =  0.4 is von Karman's  constant. In un- 
stable stratification (Monin-Obukhov length L < 0 ) we used (Businger, 1973 ) 

~t =2In T +In  ~ - 2 t a n -  q~+~ (16) 

~ ( Z ) =  ( 1 -  15L) 1/4 

and in stable stratification (Businger, 1973) 

(17) 

z 
=- -5~  (18) 

Turbulent velocity standard deviations 
According to Panofsky et al. ( 1975 ) the horizontal velocity standard devia- 

tions au and a,, in the unstably-stratified surface-layer obey the formula 

~ru,~, = u. [ 12+0 .5 (g / -L )  ]1/3 (19) 

where g is the depth of the planetary boundary layer (PBL).  Panofsky and 
Dutton (1984) note that under stable stratification the ratios a,,~/u, retain 
values appropriate to neutral stratification (about 2 ), except for very large z~ 
L, where they become large and unpredictable. 

Because we use a single timescale for all three velocity components, we have 
chosen to use tyu=a~=2.0u, for all L. Our reasoning, which is admittedly 
qualitative, is as follows. Much of the power in u and v lies in the 'energy- 
containing region' at frequencies far lower than the region of the spectral peak 
in w (Kaimal, 1978). When L is small and negative, i.e. in very unstable 
stratification, o-~,~ are much larger than 2u. , e.g. being approximately 6u. 
when g=  2000 m and L = - 5 m. However, much of this additional power lies 
at low frequency and will not cause meandering of  trajectories across a small 
plot. If we allow ty,,~ to be increased in the LS model without altering the 
timescale (which, as discussed above, is set equal to the timescale for the 
vertical velocity and therefore represents the high frequency end of the u,v 
spectra) we will cause a spurious increase in the meandering of trajectories. 
In fact, (to reiterate, because much of  the power in u and v lies at low fre- 
quency), it may be that even using a~= a~= 2.0u. we overestimate meander- 
ing; if so, errors in the IHF method because of three-dimensionality of trajec- 
tories are even smaller than we have concluded here. 

For the standard deviation of  the vertical velocity we use (Panofsky et al., 
1975) 

~r.,= 1.25u. L > 0  (20) 

or.,= [1 .6+2.9 ( - - z / L )  2/3 ] 1/2 t < 0  (21) 
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Lagrangian timescale 
By comparing the prediction of a Lagrangian stochastic model with exper- 

imental data, Wilson et al. ( 1981 ) recommended, for the timescale rE for the 
vertical velocity, the choice ZL=I/a., where the length scale l is given by the 
formulae 

( l=0.5z 1 - 6  L < 0  (22) 

--I  

l=0.5z(1 + 5L) L > 0  (23) 

For situations in which a,, is height-dependent, the model of Wilson et al. 
differs very slightly from the present formulation. Rather than accepting a 
priori the above choice for the timescale in unstable stratification, we per- 
formed random flight simulations with the l-dimensional model (eqns. (6) - 
(8) ) and 

l = 0 . 5 z ( 1 -  a L ) - "  L < 0  (24) 

Best agreement with the unstable Project Prairie Grass experiments (Barad, 
1958) was obtained, as in the earlier model of Wilson et al. ( 1981 ), with 
a=6,  n = l / 4 .  

Calculation o f  the mean concentration 

The source plot is subdivided radially (by n = 60) and angularly (by m = 72 ) 
into sectors of area dA ..... . Np particles are released at Z=Zo (sequentially and 
independently) from the centres of each sector. Given our very fine subdivi- 
sion of the plot we assumed the choice of release position within each source 
element to be insignificant. Each particle is tracked until it has passed at least 
3 m downstream from plot centre (this criterion was found sufficient to en- 
sure very low probability of the particle returning to make a further contri- 
bution to the mean concentration). 

The 'detection cylinder' lies along the vertical axis at the plot centre. It has 
radius rc << R (in practice < 0.02R ) and is subdivided along the vertical (in- 
dex J) into subcylinders of depth dzc and volume A V= nr~AZc to resolve the 
vertical mean concentration gradient. Our choice of Azc varied in the range 
0.005-0.2 m with plot radius and stability, never exceeding R/50.  Each time 
a particle from sector nm spends time Ot within subcylinder J, a weighted 
residence time accumulator T(J)  is incremented by amount &t dA ...... i.e. 
T(J)  = ~  6t dA,m. Mean concentration 8(J) in the Jth subcylinder is calcu- 
lated, after all particles from all source sectors have flown, as 



RE-EXAMINATION OFTHE INTEGRATED HORIZONTAL FLUX METHOD 289 

c(J) = Qo T(J) / (J VNp) (25) 

Test of IHF method 

In order to test eqn. (5), the mean cup windspeed ~(J) is calculated at the 
midpoint  of each detection cylinder as 

1 N 
s(J)  = ~  ~ x / [  (u ( J )  + ui) 2 + v~l (26) 

where a(J) is the mean alongwind velocity at that height and u,, v~ are ran- 
dom fluctuations, chosen at random from the Gaussian distribution with zero 
mean and the appropriate standard deviation. The number  of samples, N, is 
sufficient to reduce the standard error in g(J)  to below 1%. 

The accuracy A lnv of the simulated IHF experiment is defined as 

s(J) c(J) Jzc 
AIHV _an J (27) 

QoR 

R E S U L T S  A N D  D I S C U S S I O N  

We simulated IHF experiments under atmospheric conditions of extreme 
stability (L = + 5 m) ,  neutrality ( i l l  = oo) and extreme instability (L = - 5 
m).  Two surface roughness values were investigated, zo=0.01 m, 0.1 m. It 
should be noted that if z0 is of  order 0.1 m the IHF method is probably hard 
to implement (except for very large R) ,  because much of the lateral flux will 
occur within the vegetation where the cup windspeed is low and therefore 
hard to measure. 

Our results are presented in Table 1 and Fig. 2. We draw the following two 
conclusions. 

( 1 ) The accuracy of the IHF method deteriorates with decreasing plot ra- 
dius, rapidly so for large roughness length (Zo = 0.1 m ) and R < 20 m. 

(2) For a given radius, the accuracy of  the IHF method deteriorates as 
roughness length Zo increases. 

Both these limitations of the IHF method can be attributed to the fact that 
as the ratio at./U of typical lateral fluctuation velocity to representative ad- 
vection velocity U increases, more meandering of the particle trajectories can 
be expected (i.e. greater departure from the ideal condition of motion in a 
single plane). We illustrate using the neutral case 

u(z)  1 In z a t .~2 
/ / .  --kz, Zo' u .  
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TABLE 1 

Tabulation of  the accuracy AmF of simulated IHF experiments over a range of  conditions ( in brackets, 
the standard error of  the estimate 

R (m) A|H F 

Stable Neutral Unstable 
(Lmo=5 m) (Lmo=OO) (LMo= --5 m) 

zo=O.O1 m 

zo=O.l m 

2.5 1.13 (0.02) 1.18 (0.03) 1.14 (0.02) 
5 l . l l  (0.02) 1.14 (0.01) 1.13 (0.02) 
10 1.10 (0.02) 1.08 (0.03) 1.10 (0.02) 
20 1.03 (0.03) 1.07 (0.03) 1.071 (0.04) 
50 1.00 (0.02) 1.05 (0.04) 1.04 (0.04) 
100 1.02 (0.03) 1.05 (0.04) 1.03 (0.06) 

2.5 1.35 (0.03) 1.48 (0.03) 1.52 (0.03) 
5 1.28 (0.03) 1.34 (0.02) 1.37 (0.02) 
10 1.20 (0.02) 1.29 (0.02) 1.28 (0.02) 
20 l.lO (0.03) 1.19 (0.03) 1.21 (0.03) 
50 1.09 (0.03) 1.13 (0.04) 1.16 (0.03) 
100 1.07 (0.03) 1.13 (0.03) 1.13 (0.03) 

~lf a,.,. are permitted to increase with increasing instability according to eqn. ( 19 ), we obtain here the 
value Amv= 1.16 (0.06). 

1.2 

1.51.0 

1.4 

AIHF 
] .3 

L2 

1.1 

1.0 

Zo= O,01m 

% ~ U  z °=O' l rn  

Lagrangian stochastic " .  . . . . . .  
solution 

5 10 20 

R[m] 
50 

Fig. 2. Accuracy of IHF experiments simulated using the Lagrangian stochastic model, for two 
values of surface roughness Zo and over a range in plot radius. Stratification: stable, S ( - - - ) ,  
LMO= 5 m; neutral, N ( ), LMo=oO; unstable, U ( - -  ), LMO= -- 5 m. 

Deter iorat ion  o f  the IHF m e t h o d  with  decreas ing R is a result o f  the con-  
f inement  o f  trajectories to lower heights ,  wi th  c o n s e q u e n t l y  exaggerated av/ 
U. For example ,  let Zo=0 .01  m and cons ider  a typical  advec t ion  height  to be 
R / 2 0 0 .  Then:  



RE-EXAMINATION OF THE INTEGRATED HORIZONTAL FLUX METHOD 291 

(a) R = 2  m implies U~,0, hence trv/U,~.  Under  these conditions trajec- 
tories will look (from above) like tangled string, or the antics of a fly over a 
plate of meat. 

(b) R = 50 implies U/u. ~ 8 and a v / U ~  0.25. We would expect much less 
meandering and therefore greater accuracy of the IHF experiment. 

Deterioration with increasing roughness length has the same explanation: 
as Zo increases, U is decreased without change in av, amplifying aft U. We will 
now show that this effect is predicted by a simple analytical model. 

A simple analytical simulation of the IHF experiment 

It is not hard to construct a simple analytical model which will demonstrate 
these effects. Assume an alongwind (x) speed U which is constant in time 
and space, and random cross-stream fluctuations having standard deviations 
av.w independent  of position (homogeneous turbulence). The mean cup 
windspeed at any height is, using a binomial expansion 

2) l+y-  (28) 

We can express the mean concentration at any height z on the axis of the 
plot as 

c=fdc 

where dc is the contribution from the infinitesmal plot area r.dO-dr which 
lies distance r from the plot centre along the radius making angle O with re- 
spect to the x-axis. 

Assume the concentration distributions in both y and z directions are 
Gaussian (in the latter case folded about z=O to account for the reflecting 
ground).  The standard deviations ay, az are functions of the advection time, 
which is controlled by the distance r cosO along the x-axis to the source ele- 
ment. Then we may express dc as 

,,QordOdr -2-~a2y (29) dc (r,o) = z exp exp - 
27r avaz U 

where y=r sin 0 is the lateral offset of the source element from the x-axis 
through r=  0. Equation (29) is readily shown to satisfy the appropriate ad- 
vection-diffusion equation expressing mass conservation (in this simplified 
flow) and the necessary boundary conditions for a continuous point source. 

Because we will be integrating eqn. (29) with respect to z, we will not need 
to know az. We use Taylor's ( 1921 ) classical solution for the crosswind spread 
as a function of the alongwind fetch r cos0; assuming an exponential Lagran- 
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gian autocorrelation function with Lagrangian timescale z,, for the lateral par- 
ticle velocity v, this is 

a~ =2a~,{tz,.- z~.[ 1 - e x p  ( - t / z , , )  1} (30)  

where t is the advect ion t ime t = rcosO/U. 
It is a simple mat ter  to show that,  according to this model ,  the accuracy of  

the IHF me thod  is 

m 

s c s r dO dr 
AIHF= Q--~dz=  2 ~  x / ( 2 g ) a ,  ' e x p [ - y 2 / ( 2 a ~ )  ] (31) 

- - = 0  r = 0  O = 0  

(where y and a,. depend upon r and 0). The free dimensionless factors deter- 
mining AIHV are: ( 1 ) a,,/U, typical lateral to mean alongwind velocity ratio; 
(2) a,,z,,/R, ratio of  length scale of  lateral wind fluctuations to plot radius. 

Equation (31) has been solved numerically using increments d 0 = 2  °, 
d r=0 .02R.  All solutions yielded Amy> 1. Figure 3 shows the variation in Amy 
versus a,,/U for several values of  a,.z,,/R. As in our much more realistic three- 
dimensional  Lagrangian stochastic simulation, accuracy deteriorates as aft U 
increases. If the impact of  reducing the plot size is investigated by increasing 
a,.z,./R while holding a,./U constant, a result converse to that of  the LS model 
is obtained: better accuracy at smaller plot size. However, this is a spurious 
result which does not represent reality - we know that as R decreases the shal- 
lower plume encounters smaller advection velocity and therefore larger effec- 
tive a,,/ U. 

2,0 

AIHF ]. 5 

1.0 
O. 

Gaussian plum solution 

.. _~kj ~ 
0.5  1.0 

o-~/u 
2.0 

Fig. 3. Accuracy of IHF experiments in hypothetical homogeneous turbulence (no shear in the 
mean wind U) as a function of the ratio a,./Uoflateral velocity standard deviation to advection 
velocity and the ratio a,.r,./R of a meandering length scale to plot radius. 
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CONCLUSION 

Our results indicate that the IHF method will yield emission rates Qo ac- 
curate to within about 20% or better, for plot radii 20 m _< R _< 100 m and for 
roughness lengths Zo less than about 0.1 m. If the roughness length is small, 
say 0.01 m, plot sizes smaller than R = 20 m are acceptable vis-a-vis the valid- 
ity of eqn. ( 5 ) but they may be impractical because the measurement heights 
descend with diminishing plot size. On first thought one might have expected 
an improvement in the IHF method as plot size decreases (shorter distances 
from source to detector). However, the opposite is the case, because for smaller 
plots the plume is confined closer to ground where the mean component of 
the horizontal velocity is smaller. 

Is 20% accuracy sufficient? Almost certainly so, because field IHF experi- 
ments are susceptible to known or unsuspected departures from the ideal, 
such as non-uniform surface condition, inhomogeneous source strength, mea- 
surement error in windspeed and concentration, imperfectly circular geome- 
try and extrapolation error in estimation of the vertical integral in eqn. (5). 
It is not useful - in fact probably meaningless - to require a theory to be more 
accurate than the experiments which could test it. Therefore one should not 
feel obliged to consider the IHF technique inaccurate because it may be in 
error by the order of 20%. 

The validity of our finding rests with the accuracy of our calculated trajec- 
tories. Our Lagrangian stochastic model does not incorporate the impact of, 
e.g. non-zero skewness and kurtosis in the velocities, and our conclusions 
should probably be scrutinised when a more general model becomes avail- 
able. However, we suspect a more crucial point, given that we are most con- 
cerned with meandering, is our manner of incorporating u and v. In our choices 
for the variance and timescale of these velocity fluctuations we have been 
reduced to qualitative arguments and we cannot even suggest how the imple- 
mentation of u, v might by formalised. Because there is a wide distribution of 
travel times from release to plot centre (even for fixed R, L, and Zo), specifi- 
cation of the pertinent part (that causing meandering) of the spectra of u and 
v is difficult. 

Finally, a word about the theoretical profile shape (TPS) method, intro- 
duced by Wilson et al. (1982), and tested by Wilson et al. (1983b) and sub- 
sequently others (e.g. Majewski et al., 1989). Briefly, the TPS method re- 
duces the experimental input required to determine the emission rate Qo to 
measurement of mean windspeed ~ and mean concentration ( a t  a single (but 
not arbitrary) height ZINST, chosen in such a way that the sensitivity of the 
ratio s c/Qo to stability (L) is weak. The penalty for ignoring the influence of 
stratification is insignificant relative to likely errors in the (instrumentally) 
more demanding IHF method. The simplification of the TPS relative to the 
IHF method is achieved by a calibrating determination of the ratio ~ {/Qo 
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according to a model of  turbulent  dispersion applied to the given geometry 
and flow. Equally, one could calibrate the ratio ~/Qo, but there is little point, 
as that would require usage of  more-complex instrumentat ion.  Our point in 
mentioning the TPS method (which is in common use) is that the question 
addressed in this paper (the validity ofeqn.  ( 5 ) does not bear on the correct- 
ness of  the TPS method. Even if eqn. (5) were wildly incorrect, the TPS 
method, provided it is correctly calibrated, stands. Wilson et al. (1982) cali- 
brated the TPS method for two plot sizes using a two-dimensional LS model. 
Since the predictions of  two- and three-dimensional simulations for the pro- 
files at the plot centre are not identical (Gordon et al., 1988), caution sug- 
gests a comprehensive re-calibration of  the TPS method using a sound and 
well-documented three-dimensional model. We believe, however, that the er- 
ror inherent in using a TPS method based on the earlier-provided two-dimen- 
sional calibration cannot be large. Evidence for this is the good agreement of  
the (herein verified) IHF method and the TPS method (two-dimension cal- 
ibration ) demonstrated by Wilson et al. (1983b). 
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